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Time - 3 hours
Full Marks - 80

Answer all groups as per instructions.

Part of each question should be answered continuously.
Figures in the right hand margin indicate marks.
Candidates are required to answer
in their own words as far as practicable.

The symbols used have their usual meanings.

GROUP -A

1. Fillin the blanks. (all) [1x12

(a) The relation between the probability density function f(x) and
probability distribution function F(x) is

(b) If X has the variance 2, then Var(-2X + 6) is ;

(c) The distribution in which mean and variance are equal is

(d) If P(A)=0.4, P(B) = 0.5 and P(A " B) = 0.2, then P(B/A) is

(e) The interval in which the probability of an event E lies is

P LO.




[2]

() The sample mean (

(3]
X) of random Variables X, X3 X,
X is i

.........

() Define Chi-square distribution.
(d) Define student's t-distribution. .
. . ion of a random variable
(@ IfXisa Continuouys random variable, then EXpected valye of (e) If the probability density function o
e
e given by
K for0<x<4

(h)y A bag Contains 4 req 5 blue ang 3green balls, I two balls are —

drawn at random, then the Probability that both are red is f(x) = : dsowteie.

SBEiFon 'l

: ; S fk.

i A POpulation hag N items Sample of Size n are Selecteq TR IR dY is given by

Without réplacement Then the Number of possible Samples f) If the joint probability density of X an

is . (
() The Moment 9€nerating function of the normg) dlstnbutlon is

Mx(t) =
(k)

<2
a(2x+y) for0<x<1,0<y
f(x, y) = 0 elsewhere,

U

find the marginal density of X. .
i amma distribution.
‘ (@) Write the mean and variance of g
tive distribution functi

i ndom vari-
that Cov(X, Y) = Cov(Y, X) for continuous ra
(h) Provetha g
ables Xand Y.
GROUP - g

2. Answer any eight of the following Questions,

[2x8
@ IfA and B are any two events in sample Space S, then show
that P(a B) = P(A) + P(B)-p

iable whose pro-
d the expected value of the random varia
i) Find the S
k bability density function is given by

X forO<x<1
for1<x<2
(AnB), 0 elsewhere.
(6) What is random Sampling ? Explain With an example,
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[4)

() Define s
tandarg no
rmal dietrik. o
I d's?r'butlon. (5]
GRO
3. Answer an ei % (g) Ifthejoint probability density of X, Y and Z is given by
SY.eight questiong ‘ g s B A
(a (2x + 3y + 2) for <x<1,0<y<1,0<z<1
) Prove that 3 fix,y,2) = &
x8 0 elsewhere,
Cov(x Y)
) = E
(®) Find the m %N -E), E(Y) i thenfind P(X <}, Y <3.2<3).
©an of bin l
o] . | ; i
(©) Let X pe e R distribution i (h) Findthe moment generating function of negative binomial dis-
fandom variatyg tribution.
(@a<X<p With odf F(x), Show
(d) If th ol b F(b) - F(a) thatfor a < b, | (i) \f a random sample of size ‘M’ is selected without replace-
r.e © dice a ment from the finite population that consists of the integers
.89, e N, show that the variance of Xis m__f_%)zm il
n
() f A and B aretwo events such that
P(A)=},P@B) =}, PANB) =7, thenfind
P(A]B) ,P(AuB)and P(AC N BY).
GROUP -D
(7 x4

4. Answer any four questions.

(@) Ifthe probability density of X, Y and Z is given by
for0<x<1,0<y<1,0<z<1

kxy(1-2)
f(x.y.z)= \ x+y+z<1

0 elsewhere,

then find the value of k.

PTO




(6]

(b) If the joint probability density of X and Y_is given by

Ix+y) for0<x<1,0<y<2

f(x,y) =
0 elsewhere.

find the variance of W =3X + 4Y - 5.

(c) Show that the mean and variance of beta-distribution are

¢ ando?= o respectively
o+p (a+ B (a+P+1) '

'_t:

(d) Show that the total area under the bell shaped curve of nor-
mal distribution is unity.

(e) If the regression of Y on X is linear, then show that

G,
MWX =H, +p El"' (x - p‘1)

(f) Find the moment generating function of binomial distribution.
Also use it to find the mean and variance of binomial distribu-
tion.

(g) State and prove Bayes’ theorem.
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